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Bromirski, Peter, Scripps 
Institution of  Oceanography 

Winter Wave Power Variability Along the 
U.S. Atlantic and Pacific Coasts 

2010 

Abstract: Under rising sea levels, more wave energy will reach farther shoreward, 
accelerating coastal erosion and associated shoreline change. Extremes in wave power at 
the shore will have increasingly severe societal impacts. Changes in winter wave power 
extremes are directly related to changes in the character and track of extratropical 
cyclones. A tropical cyclone (TC) wave power index (WPI) for the western North 
Atlantic shows a significant increase along the U.S. Atlantic coast since the mid-1990’s, 
both at open-ocean and at near-coastal locations. The TC WPI is well correlated with the 
observed increase in the Atlantic power dissipation index (PDI), and appears to be 
modulated by the Atlantic Meridional Mode (AMM). This association of the TC WPI to 
large-scale atmospheric variability suggests that winter WPI may also associated with 
broad-scale climate patterns. The WPI is a useful metric for assessing interannual and 
decadal wave power variability and trends, and may be an indicator of coastal erosion 
potential. 
    We propose to determine an Atlantic winter WPI using the network of NOAA buoys 
in the western North Atlantic, and characterize the extreme-event, monthly, and seasonal 
wave power variability to understand whether, and to what extent, the character of wave 
power extremes are changing. The buoy analysis will be extended both spatially and 
temporally with a parallel analysis of WAVEWATCH III wave model data. We will 
investigate the association of wave power extremes and winter WPI variability with the 
Pacific-North America (PNA) atmospheric pattern and other broad-scale North Atlantic 
climate modes of variability, e.g. NAO. We will also estimate the joint probability of 
extreme waves and extreme sea levels, both for hindcast waves and NOAA tide gauge 
observations and for predicted tides and sea level rise projections under high and low 
greenhouse gas emission scenarios. 
    The U.S. Pacific coast is also subject to strong winter waves, and has the benefit of 
much longer near-coastal buoy time series than the Atlantic coast. We will develop both 
open ocean and near-coastal winter WPI for the eastern North Pacific using available 
NOAA buoy data and parallel WAVEWATCH III data, analogous to that determined for 
the Atlantic coast. Associations with Pacific modes of climate variability (e.g. ENSO, 
PDO, PNA) and the Atlantic winter WPI will also be investigated. Patterns of wave 
power extremes, variability, and their coastal expression will be determined, as well as 
the joint probability of extreme waves and extreme sea levels. 
 
 
Carton, James, U. Maryland; 
Lumpkin, Rick, 
NOAA/AOML 

Long-term Variability of Global Ocean 
Near-surface Currents 

2010 

Abstract: The Global Drifter Program (former Surface Velocity Program, SVP) has been 
collecting near-surface ocean currents with surface drifters since 1979. Although drifter 
data coverage is spatially inhomogeneous, at least half of the World Ocean has velocity 
time series longer than 15 years. The availability of this data opens new opportunities to 



explore observationally how the ocean circulation responds to changing atmospheric 
climate forcing. In addition, this data provides a unique opportunity to test the dynamical 
cores of ocean and coupled models. But exploiting this unique data set is complicated by 
a possible bias introduced by changes in instrumentation. This is a joint UMD/AOML 
proposal to provide calibrated, unbiased long-term records of surface currents needed for 
climate research by accounting for the differences in measurements due to changes in the 
types of surface drifters. By addressing the problem of bias in the surface drifter records 
we will produce long-term and continuous records of World Ocean surface currents 
(addressing bullet #1 of CCDD FY10 call) and by examining these calibrated records in 
order to understand whether and to what extent the character of the ocean climate is 
variable or changing we will address bullet #3.  
    The evidence for bias in the surface drifter records comes from examination of long 
time series. This examination shows surface currents to be strengthening rapidly in the 
same direction as the direction of time-mean current throughout the World Ocean, 
without a corresponding strengthening of the surface wind field. In the Southern Ocean, 
for example, this strengthening is at least • cm/s per year eastward, while in the trade 
wind regions, for example, this strengthening is up to • cm/s per year westward. This 
proposal will explore the possibility that these apparent changes are at least partly the 
result of bias in the instrument record.  
    One hypothesis we will explore is that the apparent strengthening of current is the 
result of a change in the drogue design after year 2000 and that change’s impact on the 
water-following characteristic of the drifters. In order to verify this explanation we will 
need first to update the drifter metadata in order to include information about the design 
of each drifter drogue. This updating will require a fair amount of technical work because 
information about drogue design is available only from hard copy archives. Once the 
metadata is updated we will look at quasi-simultaneous and spatially collocated data 
collected by drifters with different designs in order to parameterize the effects of the 
design change as a function of environmental parameters such as winds and currents. We 
will begin by fitting the bias to observed current, wind, and wave parameters. The 
auxiliary data needed for this study are available online. Winds are provided by the 
atmospheric reanalyses (e.g. NCEP/DOE) or satellite scatterometers (QuikSCAT) while 
wave parameters are available from simulations (NOAA WaveWATCH model) or 
satellite altimetry. Our determination of bias will be incomplete without also accounting 
for Stokes drift and drifter slip, both of which are important in the high wind regions like 
the South Ocean. One outcome of the study will be a bias-corrected drifter data archive 
that will be made available via the NOAA/AOML servers, should such a bias be 
demonstrated in this study. A second outcome will be an evaluation of the nature and 
causes of low frequency changes in the near-surface circulation (on those time scales 
permitted by the data coverage). As part of the latter study we intend to perform 
comparisons of the surface currents with corresponding fields from ocean general 
circulation model simulations. 
 
 
Cook, Edward, Columbia 
University 

Towards Near-Global Reconstruction and 
Understanding of Hydroclimate Variability 
and Change Over the Past Several 

2010 



Centuries  
Abstract We propose to develop a gridded reconstruction of past drought over Europe, 
North Africa, and the Middle East from a network of exactly dated annual tree-ring 
records covering the past several centuries to millennium. The development of this ‘Old 
World Drought Atlas’ (OWDA) will complement the existing ‘North American Drought 
Atlas’ (NADA) and the ‘Monsoon Asia Drought Atlas’ (MADA) nearly completed now 
as part of a National Science Foundation project on “Tree-Ring Reconstructions of Asian 
Monsoon Climate Dynamics”. By developing the OWDA, we will greatly expand the 
coverage of gridded drought reconstructions across the Northern Hemisphere to allow for 
more complete synoptic-scale comparisons of hydroclimatic variability at annual-to-
centennial time scales. The OWDA will prove an invaluable tool for assessing the nature 
and causes of climate variability and change over the last several centuries to millennium. 
In combination with the NADA and the MADA, it will provide near hemispheric annual 
reconstructions of drought severity. Currently, it is hard to assess causes of the decade to 
centennial changes seen in the NADA because much of North America is sensitive to 
both Pacific and Atlantic SST variations. By examining hemispheric patterns, and 
bringing in regions where the Pacific and Atlantic influences are stronger or weaker, we 
stand a much better chance of being able to assess how terrestrial hydroclimate change 
over decades and centuries links in to ocean variations. Furthermore, the OWDA, in 
combination with the NADA and MADA will provide invaluable information for model 
simulations of the climate of the last millennium whether coupled or forced by proxy-
reconstructed SSTs. 
 
 
Curry, Judith, Georgia 
Institute of Technology 

Climatology of African Easterly Waves 2010 

Abstract: Approximately 60% of Atlantic tropical storms originate from AEWs and 
nearly 85% of all intense hurricanes (categories 4 and 5) have their origins as an easterly 
wave. A climatological data set of AEWs is needed to enhance understanding of the 
processes responsible for tropical cyclogenesis and to improve the prediction capability 
of genesis. When examined on a seasonal basis, AEWs can provide an important link 
between seasonal North Atlantic tropical cyclone characteristics and climate 
teleconnection patterns including modes of Atlantic and Pacific variability. However, 
there is presently no climatological data set for AEWs. We have designed an objective, 
physically based tracking algorithm for AEWs. Using this tracking algorithm, we have 
developed an AEW dataset from 1980 to 2001 using ERA-40 reanalysis and OLR. We 
propose to extend this dataset forward in time using both the ERA-Interim and NCEP-
NCAR reanalyses, and backwards in time using the NCEP-NCAR reanalysis. We will 
use historical GOES data to extend the dataset back to 1966 and will test the uncertainty 
of the tracking scheme without including OLR data to see if useful tracking results can be 
obtained back to 1948, the start date of the reanalysis. For each AEW, the data set will 
include date of occurrence, average speed, propagation path, intensity when leaving the 
African continent and along the path, and approximate wavelength. The AEW dataset 
will be further integrated with HURDAT hurricane data to identify waves that developed 
into tropical cyclones. To test and demonstrate the utility of the AEW dataset, we will 
conduct studies relating AEWs to tropical cyclogenesis using the HURDAT dataset 



(under separate NSF funding), and we will examine the interannual and interdecadal 
variability of AEWs in the context of known climate teleconnection patterns including 
modes of Atlantic variability (Atlantic Nino-NAO-AMO-AMM) and Pacific variability 
(ENSO-NPGO-PDO). Given that a portion of AEWs enter the Eastern Pacific basin, we 
will also use the tracking algorithm to generate a separate data set of easterly waves in 
this basin. Comparisons of both data sets will serve to obtain a better estimate of the 
portion of waves that travel from the Atlantic to the Pacific as well as those that originate 
insitu. Detection of Pacific easterly waves is also important for the United States since 
during the summer months, these waves can extend northward as far as the desert 
southwest producing spells of intensified shower activity within the summer monsoon. 
 
 
Emile-Geay, Julian, U. 
Southern California; Evans, 
Michael, U. Maryland; 
Noone, David, U. Colorado; 
Thompson, Diane, U. 
Arizona 

Maximizing the potential of tropical 
climate proxies through integrated climate-
proxy forward modeling 
 

2010 

Abstract: The proxy record of tropical climate over the past millennium potentially 
provides important validation for numerical simulations of future climate change. 
However, considerable uncertainty arises from the multivariate and nonlinear nature of 
the response of many important proxy datasets to climate forcings. This limitation is 
particularly acute for oxygen isotope records in fossil corals and tropical tree-ring 
cellulose, which constitute key archives of the variability of the El Niño - Southern 
Oscillation and monsoon systems, both internal oscillations with large societal impact. To 
maximize the utilizable information present in such proxy records, our approach rests on 
the ʻtop-to-bottom” modeling of the essential aspects of the tropical water isotope cycle, 
from the physics of stable isotope fractionation and transport in the atmosphere/ocean 
system, to the chemistry of their incorporation in coral and tree-ring archives. 
    We will develop process models of physical and chemical processes that realistically 
represent the relationships between climate variables and the oxygen isotopic 
composition of reef corals and tree rings. These models will be driven with the output 
from efficient models of the global coupled ocean-atmosphere system and the physical 
controls on the distribution of stable isotopes in precipitation and the surface ocean 
circulation. Following validation against 20th century observations, the coupled climate-
isotopeproxy model will be driven by estimates of external climate forcing over the past 
millennium, and output compared to actual proxy observations. A fully 
compartmentalized error and sensitivity analysis will determine the extent to which the 
model system is in agreement with the observations.  
 
 
Groisman, Pavel, National 
Climatic Data Center 

In-situ Precipitation Dataset in High 
Latitudes of the Northern Hemisphere for 
Calibration of GPM Mission Products 

2010 

Abstract: At high latitudes, frozen precipitation and precipitation of low intensity 
represent the lion’s share of precipitation events and a substantial contribution to annual 



precipitation totals. Unfortunately, the existing precipitation gauge records should be 
bias-corrected and in high latitudes these corrections might be as high as 100% of 
measured totals and, what is more discouraging, measured precipitation might be 
overestimated too due to blowing snow events and misinterpretation of numerous low 
amounts of rainfall/snowfall that are below the sensitivity and/or precision thresholds of 
existing precipitation gauges. Currently, the reliability of remote sensing precipitation 
measurements over land is backed by the in situ gauge network. When going northward, 
at high elevations, and during the cold season in mid-latitudes, this support becomes “less 
adequate” due to increasing uncertainties of this backup network reports. Therefore, 
future products of the GPM Mission may be compromised across all cold regions if they 
do not use for calibration the best possible in situ updatable data set over the northern 
extratropics with daily or better time resolution together with a comprehensive 
assessment of precipitation measurements accuracy, bias treatment, and 
representativeness. To deliver such data set for the NASA Precipitation Science 
Research Team is a major objective of this proposal. 
    Approach. Firstly, we shall pull available synoptic and precipitation data sets for the 
northern extratropics (the data of more than 8,000 stations) and re-process them to secure 
bias-correction and proper treatment of low intensity precipitation measurements. This is 
a laborious step because correction of each precipitation record requires a lot of 
supplementary synoptic information and site metadata. Thereafter, we shall: 
_ Organize an orderly update of existing synoptic and precipitation datasets for the period 
sufficient for the GPM calibration effort to be completed; first of all, this will be done for 
the United States, Canada, Russia, and Belarus where the Research team members have a 
direct access to national archives, data collection streams, and quality control efforts. 
_ Conduct the random error level assessment of point precipitation measurements for 
different weather conditions, precipitation gauge design, and observational practices after 
application of all bias corrections. This will be done using the entire historical period of 
record of our data holdings with particular foci on long-term field sites data comparisons 
in the vicinity of modern high precision sites such as the U.S. Climate Reference 
Network and its expansion to Russia and Canada. 
_ Following the theoretical approach developed by Kagan (1997) and using the results of 
the previous step (that provide necessary parameters for this step), we shall conduct the 
representativeness studies for point precipitation measurements for different types of 
terrain and precipitation events at high and mid-latitudes. At this step, we shall not try to 
assess representativeness of the in situ precipitation network for large territories and/or 
watersheds. Instead, we shall focus on the grid cell (pixel) level of future GPM products 
to further quantify the ability of the in situ gauge network to be used for surface based 
precipitation comparison products in the high latitudes, at high elevations, and in the cold 
season in mid-latitudes. 
 
 
Hsu, Kuolin, U. California-
Irvine 

Reconstruction and Analysis of High 
Resolution Precipitation Dataset 

2010 

Abstract: A long historical record of global high-resolution precipitation measurements 
is valuable for multiple uses. These include calibration and validation of numerical 
weather and climate models, improved description and understanding of energy and 



water cycle variations and distribution, andboth improved documentation of past 
hydroclimatic trends as well as improved prediction. Despite stronger evidence of 
hydrologic cycle intensification (IPCC, 2007), whether such intensification has been 
and/or will be accompanied by measureable changes in the frequency of hydrologic 
extremes such as floods and droughts requires long-term global precipitation observations 
at spatial and temporal resolutions high enough to capture these extreme events. 
    The availability of satellite observations has led to algorithms and precipitation data 
sets that provide global coverage. Leading data sets such as the Global Precipitation 
Climatology Project (GPCP) and NOAA’s Climate Precipitation Center Merged Analysis 
of Precipitation are widely used. However, the resolution of these data sets – typically 
2.5o (spatial) and monthly (temporal) resolutions – limits their capacity to capture and 
describe extreme precipitation events. High quality measurements from Low Earth 
Orbital (LEO) satellites in recent years have improved both spatial and temporal 
resolutions. For example, since 1997 the current version of the GPCP (V2.1) data 
includes a subset of TRMM and other LEO satellite-based 1o daily (GPCP-1DD) data. 
For climatological studies, however, longer historical data at high spatial and temporal 
resolution for the period of pre-1997 are needed. 
    Researchers in the UCI Center for Hydrometeorology & Remote Sensing (CHRS) 
propose to produce a long (25+ years) record of high-resolution global precipitation 
measurements. Our main objective: within a global climatic context, to contribute to the 
understanding of precipitation variability at spatial and temporal scales relevant to 
extreme events. To accomplish our goal, we will first retrospectively process 
satellite-based high-resolution precipitation data going back to 1983. Then, we will assess 
the ability of the data set data to capture extreme rainfall events using appropriate 
verification techniques. The proposed product will use global GEO satellites and GPCP 
monthly measurements to develop a 0.25o daily precipitation data set for the region (-50 
+50). Finally, we will analyze the data to investigate possible trends in intensity and 
frequency of extreme precipitations as well as their relationship to the local and regional 
temperature anomaly during the available period. The availability of a long-term fine 
spatial and temporal scale precipitation data set will contribute to the calibration of the 
next generation of high-resolution numerical weather prediction and climate models, 
which must address hydrologically relevant scales. 
 
 
Hu, Qi (Steve), U. Nebraska-
Lincoln 

Development of a Northern Hemisphere 
Gridded Precipitation Dataset 
Spanning the Past Half Millennium for 
Analyzing Interannual and Longer- 
Term Variability in the Monsoons 

2010 

Abstract: While much past proxy work has focused on the reconstruction of large-scale 
surface temperature patterns, there is perhaps no more societally relevant climate variable 
than precipitation. Yet, no comprehensive large-scale reconstructions of precipitation for 
the Northern Hemisphere (i.e., all of North America and Asia) have been performed 
spanning the past millennium. This proposed reconstruction project will use all available 
proxy-climatic records spanning the last 500-2000 years in the Northern Hemisphere to 
develop: 1) gridded seasonal and annual precipitation datasets for North America, Europe 



and Asia with various spatial resolutions and dataset lengths, and 2) a 2.5ÅãÅ~2.5Åã 
latitude and longitude annual (and/or summer) precipitation dataset of the last 500 years 
for the Northern Hemisphere. The proposed reconstruction activities will make use of 
two different Climate Field Reconstruction (CFR) techniques, in particular, the regularize 
expectation maximization algorithm (‘RegEM’), and the multivariate principal 
component (‘PC’) method, to establish results that are both skillful and robust with 
respect to the details of the statistical methodology. 
    The gridded precipitation datasets will be interpreted in the context of climate 
dynamical mechanisms responsible for interannual to centennial timescale variability in 
different regions and continents over the past 500-2000 years. Specific emphasis will be 
placed on understanding the potential roles of the Asian and North American monsoons, 
and climate modes such as the El Nino/Southern Oscillation (ENSO), the Pacific Decadal 
Oscillation (PDO), and the Atlantic Multidecadal Oscillation (AMO), in past variations in 
precipitation and drought. Particular attention will also be paid to the relationships with 
past variations in temperature documented in recently published reconstruction efforts. 
    One key outcome of the proposed research is a better knowledge of the natural range 
of precipitation variation, and its relationship with larger-scale climate dynamics, for 
policymakers and stakeholders who need to gauge societal vulnerability to variations in 
water on timescales of decades to centuries, be it natural and anthropogenic in origin. The 
proposed project promises to improve the scope, both in space and time, of hydroclimatic 
reconstructions available for such purposes 
 
 
Johnson, Richard, Colorado 
State University 

Legacy Atmospheric Sounding Data Set 
Project 

2010 

Abstract: For more than 40 years a number of important field experiments have been 
conducted in the tropics and mid-latitudes in which large amounts of resources were 
expended to make special or intensive observations over selected locations of interest 
around the globe. Examples of such field campaigns are ATEX, BOMEX, GATE, 
MONEX, TAMEX, OK PRE-STORM, AMEX, TOGA COARE, SCSMEX, NAME, and 
AMMA. The data from these field campaigns have been invaluable as the main 
observation bases for advancing tropical, monsoon, and mid-latitude research in the last 
four decades, much of it involving processes associated with deep convection. These data 
sets were collected and used by various organizations and research groups and their 
archival status varies from one field program to another since no consistent data 
management strategy was applied. Researchers who wish to access these data often have 
to contact a variety of places to obtain the data (if it is even easily accessible). With the 
passage of time there is a certain danger that some or many of these data will be difficult 
to find or even lost, especially as “corporate memory” of such data status slowly fades 
away.  
    The component of field program data sets that tends to have the greatest long-term 
value to the scientific community is the atmospheric vertical profile represented by upper 
air sounding data. These observations are used most commonly for diagnostic studies for 
the development of cloud parameterizations for weather and climate models, and 
calibration and validation of independent datasets. Many of these data are also used in 
special model reanalysis efforts. Upper-air datasets from field programs are generally of 



higher quality because the large suite of instruments deployed in these field campaigns 
allows for cross-calibration that can greatly enhance data accuracy.  
    Unfortunately, there is currently no central location for access of all research-quality 
sounding data from past national and international field experiments. NCAR has holdings 
from most recent experiments, but collections from older experiments are incomplete. 
From what we can tell so far, sounding data for many of these older experiments do not 
reside at NOAA’s National Climatic Data Center (NCDC), but efforts are underway to 
determine the extent of these archives. 
    It is proposed that NCAR will collaborate with the Colorado State University (CSU) 
Department of Atmospheric Science to undertake a data stewardship effort to:  
(1) Identify past field programs for which central collections of sounding data do not 
exist,  
(2) Track down existing holdings of sounding data for those field programs, to the extent 
they exist, at centers, laboratories, and universities,  
(3) Extract sounding data that are found from old storage media (i.e., 9-track tapes, 
printouts, etc.), and place into a consistent, common digital format,  
(4) Carry out standard quality control of the sounding data including objective gross limit 
and vertical consistency checks, and  
(5) Prepare a catalog and a central, publicly  
 
 
LeGrande, Allegra, 
Columbia University 

Sensitivity of Climate Variability to 
Anthropogenic and Natural Drivers during 
the Last Millennium 

2010 

Abstract: The degree and causes of climate variability during the last two millennia 
remain poorly understood. The interactions between forcings and intrinsic variability are 
complicated, and the proxy records of climate response are by definition indirect 
measures. An ensemble of millennial-length simulations with the Goddard Institute for 
Space Studies GCM (ModelE) is proposed to identify regional and temporal climate 
“fingerprints” from potentially important forcing mechanisms. In addition, the model's 
Earth System components (chemistry, aerosols, water isotopes, and wetland methane 
emissions) will be included in time-slices of particular interest – such as the early 
medieval (MT, 1000-1200) or Maunder Minimum (MM, 1550-1750).  
    We propose a suite of coupled atmosphere-ocean model experiments from 850 AD to 
1850. First, a simulation including solar, volcanic, orbital, and greenhouse-gas forcings, 
landuse changes, will be completed. This experiment will directly link in with other pre-
Industrial experiments being completed as part of IPCC AR5 – using the same model and 
resolution as IPCC AR5 experiments – and it will be submitted to the PMIP3 last 
millennium program. Next, six ensembles of 5 members each will be performed to assess 
the relative impact of each of the climate forcings. Simulations include amplification of 
solar effects through a stratospheric ozone response. Global mean trends in surface 
temperature are expected to have a clear forced component, though internal variability 
will also have a large role, particularly at the regional scale. Previous work by this group 
(e.g., Shindell et al., 2001b; Shindell et al., 2004a) and data analyses have indicated that 
there may be a significant annular mode response to some forcings. The proposed 
experiments will be used to determine the magnitude of the predictable signal at regional 



scales over multi-centennial time periods.  
    Previously omitted additional forcing mechanisms will be addressed using shorter 
time-slice simulations with the online-tracer version of ModelE during contrasting 
climate periods (e.g. MM and MT), driven by saved ocean conditions from the transient 
experiments. Seven sets of experiments are proposed, including changes to dust, sea-salt, 
and ocean-derived sulfate, biomass burning ozone-precursors and aerosols, biogenic 
organic carbon, wetland methane emissions, and a final set with all components. These 
aerosol species are standard components in the model’s 20th century simulations, so that 
we may compare millennial variability characteristics with those better constrained from 
more recent climate periods.  
    A singular value decomposition statistical technique will be applied to detect model 
regional and temporal variability patterns and compare with reconstructions of 
temperature from tree rings, ice core records, high-resolution ocean and lake sediment 
cores, speleothems, borehole inversions, and corals. Model variability (within and across 
time-slices) of polar concentrations of aerosol/gaseous species will be compared with ice 
core records of dust, sea salt, BC, sulfate, methanosulfonic acid, methane and water 
isotopes.  
    This project will allow identification, comparison and improved quantification of 
major climate forcings. Comparison of model and proxy records will test model-
simulated mechanisms while the model in turn provides insight into factors contributing 
to proxy variability. The addition of potentially important forcing mechanisms will 
enable a more comprehensive evaluation of the climate sensitivity. 
 
 
Linsley, Braddock, 
University at Albany 

Coral Records of Low Frequency South 
Pacific Convergence Zone Variability 

2010 

Abstract: Decadal and century-scale variability of the Intertropical Convergence Zone 
(ITCZ) over the different ocean basins and continents has been documented by several 
studies (e.g., Linsley et al., 1994; Haug et al., 2001; Hodell et al., 2005; Sachs et al., 
2009, Oppo et al., 2009) but is poorly understood. The recent results of Sachs et al. 
(2009) are particularly important since they confirm that over the open Pacific the mean 
position of the ITCZ was 500km south (~5° south) of its present position during the Little 
Ice Age (LIA). In the western Pacific, the South Pacific Convergence Zone (SPCZ) 
extends from the Warm Pool southeast to about 25°-30°S. Although the SPCZ is the 
largest spur of the global ITCZ, its origin and low frequency variability remains 
controversial (Takahashi and Battisti, 2007b). Using coral δ18O time-series generated 
from Fiji, Tonga and Rarotonga on the southwestern side of the SPCZ, we have 
interpreted secular trends in coral δ18O to lower values in the 20th century as evidence 
that salinity has been dropping and surface water warming, both indicating that the SPCZ 
has been expanding southeast since the end of the LIA in the late 1800s (Linsley et al., 
2006). This hypothesis is consistent with the Sachs et al. (2009) results for the ITCZ and 
suggests that during the end of the LIA, both the ITCZ and the SPCZ were equatorward 
of their present mean positions 
    We hypothesize that the 25-35 year lag in the initiation of the trend toward lower δ18O 
in the late 1800s at Tonga (relative to the start of the δ18O trend at Fiji) is the result of 
the expanding SPCZ footprint as the salinity front on the edge of the SPCZ shifted 



southeast. To test this hypothesis we propose to analyze δ18O and Sr/Ca on subseasonal 
resolution samples in coral cores collected in 2004 from Vanua Baluva at 178°56’W in 
far eastern Fiji in between the main Fiji Islands at 179°E and Tonga at 174°W. These new 
δ18O and Sr/Ca records from Vanua Baluva will allow us to evaluate the climatic 
significance of secular trends in both tracers in this region. If the timing of the δ18O trend 
at Vanua Baluva is intermediate between that observed in Fiji and Tonga this would 
support our hypothesis for SPCZ expansion. 
 
 
Norris, Joel, Scripps 
Institution of Oceanography; 
Evan, Amato, U. Virginia 

Multidecadal Cloud Variabilty and Climate 
Change in Observations and CMIP5 
 

2010 

Abstract: Cloudiness plays a key role in the climate system due to its large radiative 
impact, but it is currently not known how clouds will change with global warming. 
Several key uncertainties noted by the IPCC AR4 are: 1) how cloud cover has changed 
during the past several decades of surface and satellite observations, 2) how cloud cover 
is projected to change with increasing greenhouse gas concentrations in climate models, 
and 3) the sign and magnitude of cloud feedback on climate. There are several reasons 
why answers to these critical questions are unknown. Satellite cloud records suffer from 
inhomogeneities due to insufficient calibration, orbital drift, sensor degradation, etc. 
These problems are currently so bad that decadal variability in the observational record is 
predominantly spurious. The surface cloud record from ICOADS exhibits a suspicious 
spatially uniform increase in cloud cover over almost the entire ocean, but the origin of 
this apparent artifact is not known. Because AR4 global climate models incorrectly 
and inconsistently simulated cloudiness, exhibited severe biases, and produced cloud 
trends of differing signs across different models, it was difficult to produce a credible 
projection of expected cloud changes in future decades. 
    In the proposed project, we will use cluster techniques to identify artifacts in the 
ISCCP satellite cloud dataset. Satellite view angle and geostationary calibration artifacts 
will be empirically removed by appropriate linear regression. A newly calibrated and 
newly processed ISCCP dataset will become available in the next year, and it is expected 
that physically-based recalibration of ISCCP will provide even better results. We will 
determine whether artifacts remain in the new ISCCP, and if so, apply empirical 
adjustments to remove them. The diurnal cycle of cloud from ISCCP will be used to 
physically correct the PATMOS-x satellite cloud dataset for the effects of orbital drifts 
through local time that aliased the diurnal cycle into long-term trends. We will also 
investigate and remove artifacts in ICOADS surface cloud reports to extend the 
observational record into the pre-satellite era. Our goal is to obtain three independent 
and homogenized cloud datasets derived from ISCCP, PATMOS-x, and ICOADS that 
will provide a reliable measure, including an uncertainty range, of long-term variability in 
global and regional cloudiness during the past several decades. These datasets will be 
archived for use by the general community. 
    Our homogenized cloud record will then be used to investigate multidecadal cloud 
variability from the new and improved generation of global climate models in CMIP5. 
We will examine projected 21st century CMIP5 cloud changes that are common across 
many models to see if they are consistent with plausible projected meteorological 



changes (and therefore more likely to be robust). Observed cloud changes that resemble 
projected cloud changes may be attributed to anthropogenic global warming if they rise 
above the level of natural variability suggested by the models and observations. Our plan 
is to finish the research and publish our results in time to be included in the upcoming 
IPCC AR5. 
 
 
Sheffield, Justin, Princeton 
University 

Improved assessment of historical and 
future projected changes in global and 
regional drought 

2010 

Abstract:  
    Introduction to the Problem: In the U.S., the annual cost of droughts is about $5-8B. 
Globally, drought (and flood) losses have increased tenfold over the second half of the 
20th century, to $300B. This is partly due to increases in population and wealth but may 
also be due to an increase in the number and severity of events that is only likely to get 
worse, given future climate projections. Detecting changes in extreme hydrologic events 
and their future risk relies on robust historic estimates of their occurrence. In its 
evaluation of changes in historic global drought, the latest IPCC Assessment Report 
(AR4) draws heavily from global analyses of the Palmer Drought Severity Index 
(PDSI), a simple modeled surrogate for soil moisture that is a popular drought monitoring 
tool. The PDSI shows a global decrease (increase in drought) in the last few decades that 
is attributed to global warming. However, the PDSI has a number of shortcomings 
because of its simplicity, which impact the depiction of trends. Of particular concern is its 
treatment of potential evaporation (PE), which is modeled as a function of temperature 
only and thus responds to recent observed warming, yet PE is also controlled by 
radiation, humidity and windspeed. A more realistic representation of evaporation 
is given by the Penman-Monteith (PM) algorithm, which accounts for both radiative and 
advective processes. Studies have shown that using the PM in calculations of PDSI at 
sites across Australia dramatically changed the trends in drought, which were sometimes 
of a different sign, mainly a result of decreasing windspeed. Our initial global simulations 
indicate how this effect manifests itself globally, with the decreasing trend in the original 
PDSI (and corresponding increase in drought) not apparent when using the PM 
formulation. 
    Rationale: These initial results show that the current IPCC assessment of global 
increase in drought is likely overestimated because of the reliance on a simplified model 
of drought that is over-sensitive to changes in temperature. Nevertheless, it is unclear 
what the true trend in drought is and whether increases in precipitation or other changes, 
such as increased snow melt, have offset the direct temperature effect. Given the wide-
ranging policy impacts of such an overestimation and the remaining uncertainties, it is 
imperative that more robust estimates are made. We propose to evaluate the robustness of 
current estimates of changes in 20th century drought occurrence and develop improved 
datasets based on observation-forced, state-of-the-art hydrologic modeling, including the 
uncertainties, and use these to evaluate climate change projections. In particular we will 
focus on making robust estimates of 20th century global drought, and evaluate recent 
changes within the context of global warming and hydrologic cycle intensification. This 
work will leverage from the climate dataset development, global modeling and historic 



and future drought analyses carried out by the PI. These analyses have been cited in the 
recent 3rd UN World Water Development Report and the forthcoming FY2010 USGCRP 
report to Congress. 
    Summary of work to be completed: 1. Evaluate the possible overestimation of global 
drought trends by the PDSI by comparison with more comprehensive estimates from 
observation forced hydrologic modeling. 2. Make improved estimates of historic drought 
based on our hydrologic modeling by using higher-quality regional meteorological data 
and extending back in time and updating to recent years. 3. Evaluate the uncertainties in 
drought reconstructions as derived from uncertainties in the climate forcings and the 
choice of hydrologic model. 4. Analyze these datasets in terms of changes in the 
occurrence and characteristics of drought and attribute change to the climate forcings and 
changes in the hydrologic cycle. 5. Evaluate CMIP5 simulations of historic drought and 
future projections against our hydrologic model based estimates and make improved 
projections through bias correction and downscaling. 
 
 
Soden, Brian, University of 
Miami 

Development of a Long-Term, 
Homogenized Upper Tropospheric Water 
Vapor Data Set From Satellite Microwave 
Radiances 
 

2010 

Abstract: All climate models predict that the atmosphere will moisten in response to 
increasing greenhouse gases. The concentrations of water vapor in the upper troposphere 
are projected to double by the end of the century. This amplified moistening aloft not 
only represents a key feedback mechanism, but also provides an important fingerprint for 
the detection and attribution of climate change. 
    Previous funding from the NOAA CCDD program supported our efforts to construct 
and validate an intercalibrated and drift-corrected data set of satellite infrared radiances 
from HIRS/2 for the period 1979-2004. This product was the first record to show an 
increase in upper tropospheric water vapor on decadal time-scales consistent with a 
positive water vapor feedback and also yielded the first observational evidence of an 
enhanced clear-sky greenhouse effect due to human activities. 
    In this proposal we seek to expand our efforts to utilize the growing archive of satellite 
microwave measurements from SSM/T-2 (1994-present), AMSU-B (1998-present), MHS 
(2003-present) to construct a long-term homogenized data set of upper tropospheric water 
vapor. Because microwave measurements are less affected by clouds compared to 
infrared measurements, the water vapor data set derived from these measurements will 
have improved space/time coverage and be less prone to clear-sky sampling biases. Most 
importantly, it will continue the long-term monitoring capabilities of upper tropospheric 
water vapor which ended for HIRS/2 in 2004. 
    Specific tasks to be completed under this proposal are: 
• Develop orbital drift corrections to the microwave radiances from each satellite 
sensor to remove the effects of orbital drift on the long term radiance trends. 
• Use simultaneous nadir overpasses (SNO) to intercalibrate the microwave radiances 
to create individual calibrated records for each satellite system. 
• Create an upper tropospheric humidity (UTH) product from the intercalibrated 



microwave radiances to facilitate the analysis of water vapor variations and trends. 
• Compare to the microwave satellite measurements to climate model simulations from 
the CMIP5 archive to assess the ability of models to simulate the observed variability 
and to determine if any of the observed changes can be attributed to human activities. 
    The proposed work will address the FY 2010 priority of creating a ‘long-term 
continuous record,’ of atmospheric data and the results will be used to evaluate the 
fidelity of water vapor changes simulated in CMIP5 GCMs. 
 
 
Stott, Lowell, U. Southern 
California 

Is the current drought affecting the 
Western US unique from earlier droughts 
of the 20th Century and therefore 
attributable to anthropogenic climate 
change?  

2010 

Abstract: Our proposed research seeks to assess whether or not the drought currently 
affecting the western US is distinguishable from previous droughts during the 20th 
century. Climate model simulations forced with anthropogenic greenhouse gases predict 
decreased P-E over the southwestern US during the 21st century in response to a 
combination of mean humidity change, change in the mean circulation and changes in 
eddy circulation behavior. It is not yet clear which of these factor(s) accounts for the 
present drought. Previous droughts during the 20th and pre-20th century have been 
attributed to anomalously cool, La Niña SSTs in the tropical Pacific and multi-decadal 
temperature variability in the North Pacific associated with the Pacific Decadal 
Oscillation. The current drought has persisted in the absence of La Niña conditions, 
which raises the question of whether it is due in part to anthropogenic forcing. 
    In previous studies we suggested that northward-southward shifts in storm tracks along 
the west coast of the US occurred repeatedly during the past millennia and that these 
shifts are documented in the isotopic mass balance of the annual precipitation that is a 
mixture of tropical/subtropical and extratropical water vapor sources (Berkelhammer and 
Stott, 2009; Berkelhammer and Stott, 2008). Our initial findings were based on d18O 
measurements of cellulose extracted from the annual rings of long-lived trees in 
California, which derives its isotopic composition from rainwater and local humidity and 
temperature. We suggested that as mean storm trajectories shifted southward, 
precipitation incorporated proportionally more subtropical moisture, which is isotopically 
more enriched. This isotopic enrichment is transferred to cellulose of annual tree rings. 
Our findings documented a close correspondence between drought and decreased 
tropical/subtropical moisture convergence over the southwestern US during the 20th 
century. In other words, previous droughts over the southwest were accompanied 
by a northward shifts in mean storm tracks. We do not observe a similar isotopic shift in 
association with the current drought. 
    The study proposed here would create a database of annual cellulose and rain water 
d18O from a suite of locations along the west coast spanning the 20th century and 
combine this with a newly developed isotope-enabled global climate model-derived 
reanalysis product. With these results we will quantitatively calibrate isotopic variability 
of precipitation against explicit climate variability over the 20th century in a way that was 
hitherto not feasible. In doing so, we will reconstruct changes in moisture source 



variability and storm track behavior that influenced the regional water balance with a 
particular focus on water source variations at the onset, peak and end of multi-year 
drought and times of short-lived ENSO-related drought and pluvials. At the completion 
of the three year project we will have developed a new well-calibrated 20th century 
isotope reanalysis product, extending the late 20th century products of Yoshimura et al., 
(2008) through the early 20th century. The results of this study will provide an 
independent test of how the current drought compares to previous droughts and provide 
an isotopic reanalysis product that can be used by others in the interpretation of paleo-
hydrologic proxies. This collaborative endeavor brings together the experience of Lowell 
Stott and Max Berkelhammer of USC in isotopic measurements and data analysis with 
Kei Yoshimura of Scripps Institution of Oceanography (SIO) who has developed the 
isotope-enabled GSM. 
 
 
Ting, Mingfang, Columbia 
University 

Understanding and Attributing Tropical 
Cyclone Intensity and 
Frequency Changes in the 20th and 21st 
Centuries 

2010 

Abstract: We propose to provide a quantitative assessment of the role of forced versus 
natural SST variability on hurricane intensity and frequency changes in both the 20th and 
21st Centuries, based on observational records as well as CMIP3 model simulations. The 
key hypothesis is that naturally varying and forced components of SST have distinctively 
different influences on tropical cyclone potential intensity and genesis potential index 
(related to hurricane frequency) that may explain the discrepancy in observed trend 
versus model projections of changes in hurricane intensity and frequency. The ultimate 
goal is to provide a better understanding and prediction of future changes in tropical 
cyclone intensity and frequency. 
    The change in intensity and frequency of tropical cyclones as a result of green house 
warming is a topic of great societal concern due to the disastrous nature of these storms. 
Recent observational studies based on the satellite era Atlantic hurricane records have 
shown a robust upward trend in Atlantic hurricane intensity. While many have argued for 
an increase in tropical cyclone intensity in the warming world due to the increasing SST, 
the actual projection of the potential intensity (PI), a theoretical upper limit of the cyclone 
intensity, of tropical cyclones based on CMIP3 models’ 21st century simulations have not 
shown a consistent upward trend. The discrepancies are possibly due to the fact that both 
local and remote SST could contribute to the PI and the relative warming of the local SST 
may be more relevant in determining the PI, as previous studies indicated. We propose in 
this study to understand further the relation between SST and tropical cyclone PI by 
decomposing the effect of anthropogenically forced and the naturally occurring SST 
variability. Regarding hurricane frequency, there has been an upward trend in the Atlantic 
since 1980. However, recent model projections for Atlantic hurricane frequency are 
pointing towards a reduction of hurricane frequency under the 21st century conditions. A 
similar calculation to that of the PI will be applied using an empirical genesis potential 
index (GPI) as a measure of tropical cyclone frequency. The results of the study will 
help a more accurate projection and better understanding of the future frequency and 
intensity change in tropical cyclone activity based on model simulations and observations 



of the tropical SST variability. 
 
 
Vose, Russell, National 
Climatic Data Center 

Development of HadEX2: 
Gridded Indices of Climate Extremes 

2010 

Abstract: In this project, we propose to produce high quality, globally consistent, 
gridded datasets of long-term observations of climate extremes with uncertainty 
estimates, updated in near-real time for monitoring purposes and freely available to the 
public. We will then use the gridded fields to examine long-term changes in extremes and 
to assess the representativeness of climate model simulations. The work is expected to 
make a significant contribution to the Intergovernmental Panel on Climate Change 
(IPCC) 5th Assessment Report. The gridded datasets will be commonly referred to as 
HadEX2. 
    HadEX2 will be based on a number of large daily and sub-daily datasets that are 
currently available. The premier example is the National Climatic Data Center’s 
(NCDC’s) Global Historical Climatology Network (GHCN) – Daily dataset, which 
contains over 20,000 temperature and 40,000 precipitation stations. Another is NCDC’s 
Integrated Surface Dataset, which contains subdaily observations for approximately 
22,000 synoptic stations worldwide. To the extent possible, these global archives will be 
supplemented with various 
national- and regional-scale datasets that we will attempt to obtain through traditional 
methods. Reasonable efforts will be made to ensure the homogeneity of the station data 
prior to creating the gridded fields. 
    Several “optimal” interpolation techniques (e.g., angular distance weighting, 
climatologically aided interpolation) will then be evaluated for use in the development of 
HadEX2. To this end, we will leverage off of the experiences and methods of several 
ongoing efforts. One example is HadGHCND, a joint NCDC-Met Office Hadley Centre 
endeavor that produced (and operationally updates) daily temperature and precipitation 
grids for global land areas. Another is the EU ENSEMBLES project, which has created 
high resolution daily temperature and precipitation grids for Europe. Regardless of the 
interpolation method(s) ultimately selected, however, it is critical to address two 
questions. The first is the mismatch between the spatial representativeness of in situ 
extremes, which are point measurements by definition, and that of gridded climate model 
output, which is often assumed to represent area mean values. The second question 
involves the quantification of uncertainty, both statistical and structural, in the final 
gridded fields. 
    As climate changes, as a result of natural variability and anthropogenic global 
warming, we need to monitor extreme events. Consequently, HadEX2 will be updated 
operationally on a daily basis. The new software, which will incorporate homogeneity 
and quality control testing, indices calculation, and gridding, will be subject to version 
control. The output will be available in near real time from NCDC and the Met Office 
Hadley Centre. 
 
 
Walsh, John Downscaling of Climate Model Output for 

Alaska and Northern Canada 
2010 



Abstract: Statistical downscaling provides a means to bridge the gap between the coarse 
resolution output of climate models and site-specific climate information for which there 
is a particular need in the Arctic. The observational databases, model output and 
statistical methodologies are now available for a downscaling project targeted at Alaska 
and northern Canada, in collaboration with other regional Arctic downscaling projects 
coordinated by the Arctic Monitoring and Assessment Program. We propose a three-
tiered approach to an implementation of downscaled climate projections for the North 
American Arctic through 2100. First, 21st-century changes projected by the IPCC Fourth 
Assessment models that perform best for the Arctic will be fused with a high-resolution 
(2 km) climatology of Alaskan temperature and precipitation. Second, the output from the 
models will be adjusted by using the biases in the models’ means and variances to 
optimize the output from the models’ projections. This approach will be applied to daily 
as well as monthly output, allowing for the analysis of changes in extreme events. Third, 
existing software packages for statistical downscaling (e.g., Clim.pact, SDSM) will be 
implemented for Alaska and northern Canada. The Arctic’s intensive observatories at 
Barrow, Alert and Eureka will be focal points in the algorithm development and 
validation. The products will be consolidated and archived with Arctic downscaling 
output from other Arctic countries for use in future climate impact assessments. 
 
   
Wang, June, NCAR Homogenization of global radiosonde 

humidity data 
2010 

Abstract: Humidity data from balloon-borne radiosondes provide the longest record (for 
the last six decades r so) with high vertical resolution and near world-wide coverage; 
however, its usefulness in climate studies and atmospheric reanalyses is limited, in part, 
by changes in sensor characteristics over time and space that often induce large spurious 
changes. Therefore, it is imperative to homogenize the radiosonde data before they can be 
reliably used for climate studies and global reanalyses. Extensive research has been 
devoted to homogenize global radiosonde temperature data, which have played a 
crucial role in reconciling differences in tropospheric temperature trends and improving 
atmospheric reanalysis. However, no comparative efforts have been made to homogenize 
global radiosonde humidity data. 
    The main goal of this proposal is to homogenize radiosonde humidity data from 
individual soundings from 1958 to present over the globe and produce a reliable humidity 
dataset for community use. First, we will start with compiling a comprehensive global 
radiosonde dataset from several different sources, including data from synoptic 
radiosondes and field campaigns. Second, the project will focus on developing a rigorous 
approach to detect no-climatic change-points in radiosonde humidity time series, 
including testing different variables such as dew point depression and relative humidity 
as well as other difference time series using various detection methods. The detected 
changepoints will be validated against a comprehensive metadata database generated 
from different sources by this project. Third, adjustments will be made to the time series 
to homogenize the data. This step will begin with applying physical and empirical 
correction methods developed for recent radiosondes (by comparing with GPS 
measurements, for example) to produce more accurate data for most recent years. Then 
statistical homogeneity adjustment methods will be used to remove the remaining 



inhomogeneities that could not be adjusted empirically. Fourth, both the original and 
homogenized data along with the metadata will be archived and distributed by NCAR 
and other data centers for wide community use, including applications in future 
atmospheric reanalysis efforts. Finally, the homogenized data will be analyzed to 
quantify global humidity trends. 
    The proposed work will produce a reliable humidity data set that will help quantify 
water vapor trends under global warming. Combined with the already homogenized 
upper-air temperature data, our humidity data will ensure that future atmospheric 
reanalyses will have a much improved input data set that is necessary for their 
applications in climate change studies. 
 
 
Xie, Pingping, NWS 
Climate Prediction Center 

Development of a 60-Year Gauge-Based 
Analysis of Hourly Precipitation 
for the Conterminous United States 

2010 

Abstract: Numerous observational studies have documented changes in the amount, 
intensity, frequency, and type of precipitation during the 20th century in the United 
States. Likewise, various model-based analyses indicate that the spatial-temporal 
distribution of precipitation may change considerably during the 21st century. Of 
particular note, an increased frequency in heavy rainfall events is expected over many 
regions, likely resulting in the more frequent occurrence of major flood events. 
    Long-term precipitation datasets, with appropriate time and space resolution, are 
required to accurately document long-term trends in extreme precipitation. Virtually all 
published long-term trend studies, however, are based on monthly and daily records. 
While such data provide some perspective on long-term changes (e.g., in drought, daily 
extremes), variations at the sub-daily level must be examined to truly understand the 
physical causes and societal impacts of precipitation extremes. 
    Among a number of areas identified in the Intergovernmental Panel on Climate 
Change Fourth Assessment Report where uncertainty is highest and additional attention 
required includes analysis and monitoring of extreme events including the frequency and 
intensity of precipitation. Specifically, longer data time-series of higher spatial and 
temporal were identified as a primary need for addressing this deficiency. 
    In this project, we propose to construct a gauge-based analysis of hourly precipitation 
over the conterminous United States (CONUS) for a 60-year period from 1948 to the 
present. We will then use the data set to examine heavy precipitation events and their 
long-term changes. The first step of this project will involve the creation of a baseline 
hourly precipitation analysis on a 4kmx4km grid over CONUS for the period 1998-
present. This will be accomplished by combining Stage-II radar observations, satellite 
estimates (CMORPH), and gauge reports (NCDC/DSI-3240, HADS). A gauge-based 
analysis will be created by interpolating hourly reports from all sources. Biases in the 
radar and satellite precipitation estimates will be corrected through matching the 
probability density function (PDF) of the radar/satellite data with that of the collocated 
gauge data. Bias-corrected radar/satellite estimates will then be combined with the 
gauge analysis through the optimal interpolation (OI) technique to form the hourly 
precipitation analysis. 
    There is a twofold purpose in creating this baseline analysis for 1998-present. First, it 



will provide a set of criteria for selecting gauge stations in the interpolation process for 
the 60-year gauge-only analysis. Second, it will facilitate the quantification of network-
based uncertainty in the 60-year gridded fields. 
    Uncertainty will be assessed by interpolating gauge reports from various combinations 
of available stations. The performance of these sub-networks will then be compared with 
the ‘truth’ (i.e., baseline analysis) to assess their quantitative accuracy, i.e., their ability 
to:  
a) represent hourly precipitation as a function of precipitation intensity, network density, 
calendar season, geographic location, and size of averaging domain; 
b) capture extreme events as measured by the fidelity of the PDF of area-averaged 
precipitation intensity over a grid box; and 
c) identify biases and aliases in long-term changes in the frequency and spatial 
distribution of extreme events caused by insufficient networks (and changes therein). 
    The uncertainty assessment will then be used to guide the development of the gauge-
based analysis of hourly precipitation for the full 60-year period. Gauge reports will be 
selected from the NCDC/DSI-3240 data set. The grids themselves will be created by 
interpolating selected station reports through an OI-based objective analysis algorithm 
with consideration of orographic effects (Xie et al., 2007). An estimation of random error 
will be included for each grid box and for each hourly precipitation analysis. Seasonal 
trend uncertainty estimates will also be developed. 
    Finally, we will examine the frequency, intensity, and duration of extreme events using 
the multi-sensor merged analysis for 1998 to the present for an accurate documentation of 
the modern era, and the gauge-only analysis for the depiction of long-term trends. The 
spatial distribution and temporal variations of precipitation extremes will be investigated 
in association with seasonal variations, short-term climate variability (ENSO, MJO, 
NAO), and long-term changes. Uncertainties will be considered in performing these 
examinations. We will also compare our results with precipitation fields from reanalyses, 
CMIP5 coupled simulations, and other climate models. 
 
 
Xie, Pingping, NWS 
Climate Prediction Center 

Improvement of a Multi-Instrument, Multi-
Satellite Algorithm For High-Resolution 
Pole-to-Pole Global Precipitation Analyses  

2010 

Abstract: Our proposal will aim at the goals of Research Categories 1.4 “Development 
of multi-instrument and multi-satellite algorithms within the general framework of 
statistical estimation” and 3.1 “Development and implementation of data assimilation 
precipitation analyses and downscaling of satellite precipitation information for 
hydrological modeling and prediction”. Our proposed project comprises two components:  
 

1. Improving the Kalman Filter – based CMORPH technique  
 
We intend to work closely with NASA/GSFC multi-satellite algorithm developers and 
other PMM scientists to develop the next generation US unified GPM Level 3 merged 
precipitation algorithm. Specifically, we will  
 
 Refine our Kalman Filter – based CMORPH to integrate estimates from PMW and 



IR observations into a high-resolution (8kmx30-min) quasi-global precipitation 
analysis From 60

o
S-60

o
N;  

 
 Modify the Kalman Filter – based algorithm to produce precipitation analysis over a 

pole-to-pole global domain through integrating information from additional 
sources (e.g. numerical model simulations);  

 
 Perform bias-correction for the all-satellite merged precipitation analysis through 

matching PDF of satellite estimates with that of a daily gauge analysis generated 
at NOAA/CPC; and  

 
 Reprocess the high-resolution global precipitation analysis using the KF-based 

CMORPH with bias correction for the entire TRMM/GPM era.  
 
2. Developing a new technique to generate CONUS precipitation analyses of finer 
resolution for hydrological applications through combining information from the TRMM 
/ GPM L3 global precipitation products and other sources. Specifically, we will  
 
 Perform bias correction for radar data through PDF matching against a high-

resolution (4kmx4km) CONUS hourly gauge analysis being developed at 
NOAA/CPC;  

 
 Combine the bias-corrected satellite / radar estimates with the gauge analysis to 

define regional precipitation analysis at a fine resolution (4kmx4km/hourly);  
 
 Further correction for orographic effects and wind undercatch may be conducted 

(through collaborations with other GPM scientists) by including additional 
information (topography, wind, surface temperature, moisture, ..); and  

 
 Construct the regional precipitation analysis for the entire TRMM/GPM era.  

 
 
 


